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Abstract—Acceleration of deep neural network (DNN) inference has gained increasing attention recently with the wide adoption of

DNNs for practical applications. For computer vision tasks where inputs are images, existing works mostly focus on improving the

throughput of inference for multiple images. However, in many real-time applications, it is critical to reduce the latency of a single image

inference, which is more complicated than improving the throughput because of the inherent data dependencies. On the other hand,

from human brain’s perspective, the complexity in our visual surroundings is first encoded as a pattern of light on a two dimensional

array of photoreceptors, with little direct resemblance to the original input or the ultimate percept. Within just a few hundred microns of

retinal thickness, this initial signal encoded by our photoreceptors must be transformed into an adequate representation of the entire

visual scene. Inspired by how the retina helps human brain incept new information efficiently, we present an end-to-end structured

framework built using any existing convolutional neural network (CNN) as the backbone. The proposed framework, called VisualNet,

can create task parallelism for the backbone during the inference of a single image. Experiments using a number of neural networks for

the ImageNet classification task and the CIFAR-10 classification task on GPUs and CPUs show that the proposed VisualNet reduces

the latency of the regular network it builds on by up to 80.6% when both are fully parallelized with state-of-the-art acceleration libraries.

At the same time, VisualNet can achieve similar or slightly higher accuracy.

Index Terms—Biologically inspired, computer vision, neural network, human visual system

Ç

1 INTRODUCTION

IN pursuit of higher accuracy, state-of-the-art neural networks
(NNs) have become increasingly deeper, resulting in higher

computational complexity and longer inference latency [1]. In
contrast, many real-time applications, such as autonomous driv-
ing call for low inference latency while retaining accuracy [2],
[3]. Various techniques have been explored to address this chal-
lenge, such as network compression and quantization [4], light-
weight networks targeting resource-constrained platforms [5],

[6], dynamic computation graphs that provide efficient early
exits [7], and, on top of all the above techniques, net-
work parallelization [8], [9], [10].

A large body of works exists on NN parallelization, most
of which focus on improving the efficiency of the training
process [9], [11], and do not apply to network inference.
There are also a few works that explore parallelism [12] to
increase the number of images inferred per unit time, i.e., the
throughput, by distributing a batch of images to multiple
cores. None of these works, however, helps to reduce the sin-
gle-image inference latency, which is critical for real-time
applications. Existing techniques for reducing the latency of
single-image inference include operator parallelism [8], [9]
and model parallelism [10]. The former technique explores
concurrency in operators such as convolution, and the latter
distributes kernels of convolutional layers across multiple
cores. Due to the inherent data dependency of DNNs, these
approaches do not offer good scalability and usually cannot
fully utilize a large number of cores available in modern
high-performance computing platforms.

On the other hand, the huge success of DNNs largely
relies on its emulation of how human brain process infor-
mation [13]. Let us have a more detailed understanding of
how human visual system works. As shown in Fig. 1, the
first stage of processing an image in the brain starts with
projecting the two-dimensional scene on the retina layer
through the optical lens to perform the first stages of image
processing [14]. After the retina layer, which is made of
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both the sensory neurons that respond to light and intricate
neural circuits, the electrical message further travels down the
optical nerves towards the visual cortex (aka, the brain) in two
pathways as the geniculostriate pathway and the tectopulvinar
pathway, to which we call internal info path and spatial info
path, respectively. In the internal info path through the lateral
geniculate nucleus (LGN), the various internal information of
the image, such as motion, color, texture, and pattern, is
detected by the multiple layers within LGN (four magnocellu-
lar layers and two parvocellular layers), and the signals are
sent to the cortex thereafter. In the spatial info path through
the superior colliculus (SC), the signals provide the viewer
withmore information on objects’ absolute spatial information
but not sensitive to fine details [15], [16]. Moreover, the SC
receives the feedback signal resulting in eyemovement for fur-
ther visual details. A conception illustration of the above pro-
cess is shown in Fig. 2a.

Some recent approaches mimic the above details with
improved performance [17], [18], [19]. For example, Percept-
net [17] performed a series of perceptual operations in turn
simulating the retina-LGN-V1 cortex pathway. Inspired by
brain function, InterpoNet [18] investigated optical flow with
sparse-to-dense interpolation and lateral dependency regula-
tions. CNN-F [19] introduced a generative feedback with
latent variables to existing CNN architectures, where consis-
tent predictions are made through alternating maximum a

posteriori inference under a Bayesian framework. However,
all these methods just mimic parts of the overall system, but
not the whole picture. Thus, a natural question occurs to us: is
it possible to build a framework to mimic the structure and
function of the human visual system that leads to a more effi-
cient and faster approach to deal with visual tasks?

Inspired by the concept described above, we propose a
generic efficient framework, named VisualNet (shown in
Fig. 2b), that resembles the function of the human visual sys-
tem and reduce inference latency. The analogies of the retina
layer, the visual pathways, and the cortex in the visual sys-
tem are explicitly incorporated in our VisualNet. Specifically,
through a lightweight NN-based retina module, an input
image is decomposed and split into two feature representa-
tions with smaller sizes, which are forwarded to the internal
info path and spatial info path, respectively. The internal
info path is designed as the main feature extractor that
accounts for most of the computation, and we use a regular
NN as the backbone in the path. The spatial info path is
expected to generate the spatial feature guiding for more
information towards better prediction, where we use inde-
pendence and sparsity as the expected properties to regulate
the learning. An additional intrinsic connection between two
paths towards prediction accuracy is added as well. Then,
the two output features from the paths are forwarded to the
NN-based visual cortex module, where the features are
mixed to produce the inference results.

The additional advantage of VisualNet is that it can be
applied on top of all existing parallelization techniques to
enhance the scalability further and reduce the an NN’s infer-
ence latency.With the regulated independence in spatial info
path and the connection with internal info path, the internal
features can be processed in parallel by invoking multiple
backbone instances. Meanwhile, as input to the backbone, the
internal features are much smaller in dimension than the
original input image. Accordingly, latency reduction can be
achieved. Experimental results on ImageNet/CIFAR-10
classficiation tasks using various VisualNet-basedNNs show
that VisualNet provides up to 80.6% latency reduction while
achieving similar or slightly higher accuracy.

2 RELATED WORK

Various aspects targeting different levels of DNN inference
are devised to reduce the inference latency of DNNs. The
existing approaches can be classified into three large catego-
ries: 1). DNN structure, including novel components in

Fig. 1. Illustration of the human visual system which includes two paths,
with red solid lines as tectopulvinar path and green dash lines as genicu-
lostriate path, to pass the visual information to the higher visual cortex.

Fig. 2. Conceptual illustration of (a) the human visual system (drawn from the image [16]) and (b) VisualNet. Our VisualNet works in a similar manner
as the human visual system.
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DNN, novel DNN architecture search, and knowledge dis-
tillation; 2). DNN optimization, including computation
operator optimization, parameter factorization, network
pruning, and network quantization; 3). Hardware accelera-
tion, including acceleration on various platforms of CPU/
GPU/ASIC/FPGA, etc, and hardware level optimization
such as building lookup table, reusing computation, and
optimizing memory. In the rest of this section, we will go
through the first category and the interested readers are rec-
ommended to go to [20], [21] for more details of DNN opti-
mization and DNN hardware acceleration.

2.1 Efficient DNN Components

By designing an efficient DNN component, it means that by
replacing or appending to the component or layer in classi-
cal DNN, such as VGG [22] which is made by a sequence of
convolution-ReLU modules, the DNN can achieve higher
performance and/or lower inference latency. We briefly
describe the previously proposed efficient DNN compo-
nents in the following.

Batch normalization [23] is a technique for training DNN
that standardizes the inputs to a layer for each mini-batch of
input data. One of the difficulties of training DNN is the dis-
tribution of the inputs to layers deep in the network may
change after each mini-batch when the weights are updated,
which causes the optimizer to chase a moving target for-
ever. Batch normalization was introduced to address this
change of distribution, which is also called the internal
covariate shift. In modern DNNs, the batch normalization
layers are often appended after the convolution layer
(before or after the non-linear activation layer).

Separable convolution [24] mainly consists of two main
types: spatially separable convolutions, and depthwise sep-
arable convolutions. The spatially separable convolutions
refer to the ones that the convolutional kernels are decom-
posed into smaller kernels across their spatial axes, which
resulting in fewer multiplications. However, the biggest
limitation of the spatially separable convolutions is that
only a minority of kernels is spatially separable, and train-
ing a DNN with spatially separable convolutions would
limit the performance significantly. For depthwise separable
convolutions, the two operations, depthwise convolutions
and pointwise convolutions, are performed sequentially. In
depthwise operation, the convolution is applied to a single
channel at a time, which is different from the standard con-
volution in which the convolution is done for all the input
channels. In pointwise operation, the 1� 1 convolution
operation is applied for all the input channels, which is usu-
ally used as channel-wise alignment among the layers.

Inception block [25] was proposed as a way of reducing
computational expense. The most simplified version works
by performing a convolution on an input with not one, but
three different sizes of filters (1x1, 3x3, 5x5) as well as a
max pooling operation. Then, the resulting outputs are
concatenated and sent to the next layer. By structuring the
CNN to perform its convolutions on the same level, the net-
work gets progressively wider rather than deeper. An extra
1x1 convolution before 3x3 or 5x5 layers can be added as fur-
ther reducing the required computation. By doing so, the
number of input channels is limited and 1x1 convolutions are
far cheaper than 5x5 convolutions. It is important to note,

however, that the 1x1 convolution is added after the max-
pooling layer, rather than before.

Residual block [26] is a stack of layers set where the output
of a layer is taken and added to another layer deeper in the
block, which was introduced as part of the ResNet architec-
ture. The intuition is that it is easier to optimize the residual
mapping than to optimize the original, unreferenced map-
ping. Ideally, if the optimal case is an identity mapping, it
would be easier to force the residual to zero than to fit an
identity mapping by a stack of nonlinear layers. Accord-
ingly, the skip connections allow the network to learn the
identity mapping much easier.

MixConv [27] proposed a new mixed depthwise convolu-
tion (MixConv), which naturally mixes up multiple kernel
sizes in a single convolution. The module acts as a simple
drop-in replacement of vanilla depthwise convolution,
which improves the accuracy and efficiency.

2.2 Lightweight CNNs

As the computation of convolution layers is expensive
which limits the deployment of large CNNs with better
accuracies on mobile platforms, many studies proposed
new lightweight, mobile-friendly CNN structures/design
guidelines in various aspects.

MobileNet series (V1 [28] V2 [6] V3 [29]) is a lightweight
network family. Basically, MobileNet V1 proposed the
streamlined architecture that uses depth wise separable
convolutions, along with two global hyperparameters for
latency/accuracy trade-off. MobileNet V2 proposed linear
bottlenecks between the layers and the short connections
between the bottlenecks to boost the performance. Mobile-
Net V3 incorporated hardware-aware network architecture
search (NAS) to search for the structure of each block target-
ing the best performance.

MNASNet [30] proposed an automated mobile neural
architecture search approach, which explicitly incorporate
model latency into the main objective so that the search can
identify a model that achieves a good trade-off between
accuracy and latency.

ShuffleNet V1 [5] V2 [31] is another lightweight network
family. In ShuffleNet V1 two new operations, pointwise
group convolution and channel shuffle, are proposed to
greatly reduce computation cost while maintaining accu-
racy. ShuffleNet V2 further improved the architecture with
minor modifications such as introducing channel split oper-
ation and moving channel shuffle to the end before the con-
catenation in both units.

MobileViT [32] is a light-weight and general-purpose
vision transformer for mobile devices, which presents a dif-
ferent perspective for the global processing of information
with transformers. MobileViT block replaces local process-
ing in convolutions with global processing using transform-
ers. It allows MobileViT block to have CNN- and ViT-like
properties, which helps it learn better representations with
fewer parameters and simple training recipes.

2.3 Knowledge Distillation

The goal of knowledge distillation is to build and train a
DNN with simpler structure and less complexity from a
large model, meanwhile achieving the similar performance.
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Typically in knowledge distillation, a small student network
is optimized to imitate a large teacher network. The existing
studies mainly focus on perspectives of knowledge catego-
ries, training schemes, teacher-student architecture, and dis-
tillation algorithms.

Soft targets [33] was proposed for image classification
task for the response-based knowledge, which usually
refers to the neural response of the last output layer of the
teacher model. As stated in [33], the soft targets are the
probabilities that the input belongs to the classes, which
contain the informative dark knowledge from the teacher
model.

Online distillation strategies [34] were proposed as to
overcome the limitation of the offline, static distillation [33],
to further improve the performance of the student model,
especially when a large-capacity high performance teacher
model is not available. In online distillation, both models
(teacher and student) are updated at the same time, and the
whole framework is end-to-end trainable.

In this work, we will explore a method that extracts inde-
pendent features from an input image, which creates task
parallelism with little data dependency. Since task parallel-
ism is orthogonal to operator or model parallelism, the pro-
posed method can be combined with the existing techniques
further to reduce the inference latency of a single image.

3 VISUALNET

3.1 Intuition

We start with the intuition of VisualNet. As illustrated in
Section 1 about the human visual system, after the retina
layer (in human eyes) there are two pathways connected to
it for further processing. The spatial info path through SC is
used for extracting the absolute spatial information with
less detail, where the SC also guides the eye movement for
further information. The internal info path through LGN
with multiple layers focuses more information such as
motion, texture, color, etc. The signals from two pathways
intersect at the visual cortex in the human brain for the final
decision.

With the modules’ functions and structures of the human
visual system illustrated above, we have an interpretation of
the visual system which could be connected to NN learning.

Specifically, the retina module could be considered the ini-
tial information processing module to extract the low-level
features for two pathways, where the two output features
serve different purposes. The features for the spatial info
path are more related to spatial information of the input
image whose property we would like to enforce, which
could be achieved by a lightweight NN with additional reg-
ulations. The features for the internal info path are more
related to learning tasks and could be further fine-tuned
through an NN backbone. As in the human visual system,
the signals after spatial info path are for pursuing further
information resulting in a better decision, thus in our
design, the features extracted after the spatial path are
expected to be high-level with the properties of indepen-
dence and sparsity as proper guidance. On the other hand,
we would like to build the intrinsic connection between the
spatial and internal info paths, which could be achieved by
enforcing reconstruction accuracy. With the enforcement of
independence, sparsity, and reconstruction accuracy added,
the features after spatial/internal info paths are then for-
warded to the visual cortex, where the final output for vari-
ous tasks can be obtained.

3.2 Architecture and Analysis

Based on the intuition above, we propose VisualNet to
resemble the functions of the human visual system with the
illustration shown in Fig. 3a. Our VisualNet comprises four
modules: the retina module, the spatial path, the internal
path, and the visual cortex module.

3.2.1 Structure of VisualNet

For the retina module, since it is designed as a lightweight
NN to extract the initial representation and output two sep-
arate features for further processing, we construct it with
two inverted residual cells (IRC) [6] (with two downsam-
plings) and a channel-wise split at the end of the module.
IRC is adopted when constructing the retina layer is because
compared with the normal residual block, IRC has a faster
inference without compromising accuracy, which aligns
with the need of retina layer of fast feature extraction. The
two output features are forwarded to the internal info path
and spatial info path, respectively.

Fig. 3. (a) The illustration of VisualNet architecture. IRC(c, t, n, s) denotes the inverted residual cell with output channel c, expansion factor t, repeat
times n, and stride s. k denotes the number of classes for classification. conv3/1(c) denotes the convolution cell (conv+bn+relu) with the kernel size
3x3/1x1 with output channel c and MP is size 2 max-pooling. m is the number of independent instances. (b) The structure of IRC. (c) The illustration
of parallel propagation task parallelism by invoking multiple instances of the VisualNet backbone. The

L
denotes the concatenation operation.
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In VisualNet, the spatial info path is designed to further
extract the high-level spatial features after the retina layer,
that we adopt three IRCs to construct the path (with three
downsamplings). We denote the output feature of spatial
info path as spatial feature S, which is then forwarded to the
visual cortexmodule for further regulations and processing.

Since the internal info path is more task-specific which
serves as extensive learning for representation extraction,
we design the internal info path in VisualNet as the main
learner in the framework. In other words, we apply a regu-
lar NN as the backbone of VisualNet in the internal info
path along with an IRC cell before the backbone to align the
dimension. We denote the input and the output of the back-
bone as the internal feature A and the learned internal fea-
ture A0 respectively, and both are forwarded to the visual
cortex module. Note that by using a regular network as Vis-
ualNet backbone, we only take the stacked convolutional
cells (such as conv2 to conv5 layers in ResNets) since they
act as the main feature extractor and account for the major-
ity of the computation/latency. We use V-{backbone name}
to denote the name of the framework implemented with the
specific backbone.

After A, A0 and S are obtained from the two paths, we
design the visual cortex to proceed with two sub-tasks: 1).
regulating A and S towards the properties of independence,
sparsity, and accuracy; 2). mixing A0 and S as the mixed fea-
ture and propagating it to get the prediction for the specific
task. For the first sub-task, the mixing of S and the learned
application-specific internal feature A0 is achieved by the
transposed convolution between the two features. The mix-
ing operation could be interpreted as decoding the learned
feature A0 by S. Then the decoded mixed feature is propa-
gated through the task-specific module. For classification,
the features go through a sequence of convolutional cells
(conv3+max-pooling). For object detection, the features go
through two convolutional cells without downsampling
and then propagate into the detection head (such as Faster
R-CNN [35] or SSD [36]).

For the second sub-task, we use three loss terms to regu-
late the learning. The first term measures independence
among the extracted spatial feature S, where we adopt the
approximation of negentropy due to its robustness and sim-
ple computation [37]. The second term is to guide the spar-
sity of the spatial feature S. The third term computes the
reconstruction error between the mixing (reconstruction)
result and the input image,which ideally should be identical.
Mathematically, the loss function of the additional regula-
tion for S andAwith the three loss terms can be expressed as

Lreg ¼ �iJðSÞ þ �sgðSÞ þ �r k A� S� Xin k22; (1)

where �i, �s and �r are the coefficients of the three loss
terms which are all set to 1.0 in our experiments; � is a
transposed convolution operation, i.e., the data is recon-
structed as A� S so that the dimension of the mixing results
matches that of the input data; gð�Þ denotes the sparsity loss
where L1 loss is adapted; Jð�Þ denotes the independence
loss (approximation of negentropy to measure nongaussian-
ity [38]), which can be computed as

JðSÞ ¼ avgð�0:75log coshðS=aÞÞ; (2)

where avgð�Þ denotes element-wise average of an entire
tensor.

With all modules and regulations proposed above, we
can achieve end-to-end training by combining the loss
obtained from Equation (1) with the target task’s loss func-
tion. Specifically, the loss function L can be expressed as

L ¼ Ltarget þ �eLreg; (3)

where Ltarget is the loss function defined by the target task
(such as image classification error or object detection error),
which we denote as target loss; �e is the loss weight of the
additional regulations, which is set to 0.1 in our experiments.

3.2.2 Acceleration Analysis

Compared with a regular NN, VisualNet constructed using
it as backbones can achieve lower latency, mainly because
the mixing tensors are drastically smaller in size than the
original image and thus can be handled much faster. As con-
structed in VisualNet, the internal info path is related to the
learning task and the spatial info is enforced to be indepen-
dent, which allows us to explore task parallelism. In other
words, we treat the internal feature A as independent tasks
corresponding to independent spatial feature S. Thus the
internal feature in the VisualNet backbone can be treated as
independent batches and handled in parallel (i.e., new task
parallelism) by invoking multiple instances of the backbone
network, as shown in Fig. 3c. Note that the processing of
each internal feature can still utilize any existing paralleliza-
tion techniques by applying them to the backbone.

3.3 The Connection Between VisualNet and Regular
Neural Network

The VisualNet architecture seems to be built on intuitions so
far. In this section, we will establish a theorem that explains
the underlying connection between a regular neural net-
work and VisualNet with it as the backbone. We will show
that using a regular neural network to learn the transform
of the mixing tensors only for the target application, with
bases unchanged, can indeed yield an accuracy comparable
with that of the regular neural network.

Theorem. Denote a regular neural network with input Xin

and output Xout ¼ fðXinÞ. In the ideal scenario that the
Visual-encoder/decoder are lossless (i.e., the transposed
convolution results in a perfect reconstruction Xin ¼ Ain � S),
under first order approximation Xout can be expressed as
Xout ¼ Aout � S, where Aout only depends on the network f
and themixing tensors Ain.

Proof. Proof by construction. Since the transposed convolu-
tion is a completely linear operation, with the assumption
that the Visual-encoder/decoder are lossless, each ele-
ment (pixel) P in X can be reconstructed as

Pi ¼ Ai;1S1 þAi;2S2 þ � � � þAi;mSm; (4)

where Sq (1 � q � m) are the realization of the ith basis
tensors Si put in a vector form, and Ai;q (1 � q � m) are
the corresponding mixing vectors that can be obtained
from the mixing tensors A. Here we call the data in the
form of Equation (4) as canonical form.
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Any neural network can be viewed as a function that
operates on the elements (pixels) in the input image,
through operations such as scaling, sum, max, etc. When
the input elements are in the canonical forms, we note
that these operations can be done with first-order
moments (w.r.t. the independent basis) preserved, as
detailed below. Specifically, given any pair of dataDi, Dj

in the form as shown in (4), their scaling Dscale, sum Dsum

and maxDmax are respectively shown as

Dscale ¼ w�Di ¼
Xm

q¼1

Ascale;qXq; (5)

Dsum ¼ sumðDi;DjÞ ¼
Xm

q¼1

Asum;qXq; (6)

Dmax ¼ maxðDi;DjÞ ¼
Xm

q¼1

Amax;qXq; (7)

where w is the scaling ratio.
The key of the above operations is that the results are

put back into the same canonical form as shown in Equa-
tion (4), which allows the same operations to be carried
out repeatedly throughout the entire network during for-
ward propagation. The mixing vectors (Ascale;q, Asum;q, and
Amax;q) are obtained by

Ascale;q ¼ w�Ai;q; (8)

Asum;q ¼ Ai;q þAj;q; (9)

Amax;q ¼ FðbÞAi;q þFð�bÞAj;q;

b ¼ ðmPi
� mPj

Þ=ðs2
Pi
þ s2

Pj
� 2sPisPjÞ1=2; (10)

where Fð�Þ is the Cumulative Distribution Function
(CDF) of a standardized normal distribution; mPi

, mPj
and s2

Pi
; s2

Pj
are the mean values and variances of Pi and

Pj, respectively, which can be calculated as

mP ¼ 1

m

Xm

i¼1

Ai; sP ¼ 1

m

Xm

i¼1

ðAi � mP Þ2: (11)

The results of scaling and sum are self-evident, while
that of the max operation is based on [39] which proves
that the first-order moments are preserved. As such, we
can propagate the mixing vectors in the canonical forms
all the way to the output and pack them back in the ten-
sor form as Aout; as S always remain the same throughout
the propagation, Xout ¼ Aout � S. tu
A closer look at the proof above reveals that the nonlin-

ear operations in a neural network, such as max, cause the
computation to be coupled basis-wise. Specifically, comput-
ing the basis coefficient of the max output requires calculat-
ing the means (Pi;m; Pj;m) and variances (s2

Pi
; s2

Pj
) of both

inputs first, which involve mixing tensors of all the basis
tensors in the two input canonical forms. If we further relax
these nonlinear operations to be basis-wise, e.g.,

Pmax, new ¼
Xm

q¼1

Amax;qSq ¼
Xm

q¼1

maxðAi;q; Aj;qÞSq; (12)

then we can fully decouple the propagation of the mixing
vectors for different Si and allow them to be done in parallel.

If we pack these mixing vectors in the tensor form, then this
is exactly the approach of the VisualNet, which allows the
mixing tensors of each basis to be handled through an
instance of the regular neural network backbone in training
and inference.

The above discussion demonstrates the relationship
between VisualNet and its regular network backbone and
supports the intuitive approach’s feasibility.

4 RESULTS

In this section, we first present the ablation studies demon-
strating the efficacy of various modules in VisualNet. We
then evaluate how the proposed VisualNet reduces the infer-
ence latency of various NNs in image classification task by
using these NNs as backbones. We further show the visuali-
zation of the two paths in the VisualNet process. Lastly, we
evaluate VisualNet with object detection task. Note that Vis-
ualNet is not a new NN architecture but rather a technique
that resembles the functions of the human visual system to
reduce the inference latency of existing CNNs.

4.1 Experimental Setup

The main focus of VisualNet is to decompose existing CNN
architectures for the acceleration of single-image inference
via task parallelism, rather than accuracy improvement. As
such, the goal of VisualNet is not to beat the accuracy or
latency of the state-of-the-art which mostly comes from neu-
ral architecture search [40] for dedicated task/dataset.
Instead, we chose to demonstrate its potential to reduce the
inference latency of some of the most widely used NN
architectures, including two lightweight networks ResNet18
(V-ResNet18), MobileNet v2 (V-MobileNet), and three large
networks ResNet50 (V-ResNet50), VGG16 (V-VGG16), and
DenseNet121 (V-DenseNet121).

We used PyTorch to implement all models and evaluate
them on both GPUs and CPUs. For GPUs, we used a cluster
of Nvidia P100. For CPUs, we used Intel Xeon multi-core
processors (48 cores with 256 G memory), similar to those
used in many real-time deep learning applications [41], [42].
As discussed earlier, VisualNet provides task parallelism,
which can be combined with existing operator and model
parallelism techniques that accelerate single image infer-
ence. To demonstrate this, we used the state-of-the-art Intel
MKL-DNN1 for CPU and CUDA/cuDNN for GPU to fully
accelerate all the networks, including VisualNets and the
NNs they build on (regular network counterparts).

The training configurations such as learning rate schedule,
weight initialization/decay, optimizer, and input dimension
follow corresponding regular networks’ approaches. All
modules in the models are trained from scratch. We evalu-
ated the effect of the independent instance number in Sec-
tion 4.3.3, and it was shown that a larger one leads to higher
accuracy. Therefore, unless otherwise specified,m is set to 24
for all the VisualNets.

Although VisualNet can reduce the latency in both train-
ing and inference, in the experiments we focus on the latter.
This is because in training the computation resources can
always be fully utilized through instance parallelism (i.e.,

1. https://github.com/intel/mkl-dnn
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processing multiple input images in parallel), and reducing
the latency of a single image is not important. For real-time
inference, however, the latency of a single image is critical.

4.2 Ablation Studies

We performed ablation studies to investigate the effects of
different body parts of VisualNet on the CIFAR-10 classifi-
cation task. Note that the structure of the VisualNet is
adjusted to fit CIFAR-10. We remove two downsampling
modules (one in the retina layer and one in the spatial info
path), and for the visual cortex, we remove the third convo-
lutional modules (conv3(1280)+MP) and let k ¼ 10. The
results are shown in Table 1.

4.2.1 Effects of VisualNet Backbone

We conducted experiments to study the effect of VisualNet
backbones built with regular NNs to learn the transformation
of the internal feature A for target applications. V-ResNet50
and V-VGG16 achieve a Top-1 accuracy of 93.9% and 93.1%
on CIFAR-10, respectively. We then replaced the VisualNet
backbones shown in Fig. 3 with an adaptive average pooling
operation, and with the same settings of hyperparameters
and optimizer, the accuracy drops to 86.4%, showing signs of
underfitting. This convincingly shows that VisualNet back-
bones play critical roles in learning the transform effectively
by increasing themodel’s representation power.

4.2.2 Effects of Visual Cortex

We conducted experiments to study the effect of the visual
cortex module which performs feature mixing and regula-
tion on the outputs from the previous two paths, and pro-
ducing the output. We experiment with V-ResNet50 and
replace the lightweight NN (convolution cells) in the visual
cortex with an average pooling operation and a linear classi-
fier. The test accuracy drops to 91.7%, which is 2.2% lower
than the one with the visual cortex. This shows that feature
fusion with the lightweight NN impacts accuracy and is
necessary to the visual cortex design.

4.2.3 Effects of Loss Terms

In Equation (1), the regulation losses (independence, sparsity,
accuracy) are introduced to regulate the training process,

with four hyperparameters �i, �s, �r, and �e. These parame-
ters for losses calculation will only affect the accuracy but not
the latency and throughputs. We conducted experiments
with V-ResNet50 to investigate their effects on accuracy. Spe-
cifically, we verified the following cases: (i.) without the inde-
pendence loss (�i ¼ 0); (ii.) without the sparsity loss (�s ¼ 0);
(iii.) without the reconstruction loss (�r ¼ 0); and (iv.) without
all the regulation losses (�e ¼ 0). The validation accuracies for
these four cases are 93.0%, 90.9%, 92.2%, and 91.4%, respec-
tively. These convincingly show that the regulation losses are
necessary for better performance, and the sparsity loss mat-
ters themost among all the loss terms.

4.3 Image Classification

We conducted the experiments on image classification with
the ILSVRC2012 ImageNet classification dataset [43], and
our VisualNet is constructed following Fig. 3a. We use Top-1
accuracy to evaluate the center crop (2562 � 3) from the
images (2922 � 3) in the validation set. Note that the regular
networks are trained and evaluated with the new dimension
(2562 � 3) rather than the conventional dimension (2242 � 3).

4.3.1 Accuracy

The Top-1 classification accuracies of VisualNets and their
regular network counterparts on ImageNet are shown in
the first data column of Table 2. It can be noticed that except
for V-VGG16 which has a 0.4% lower accuracy than the reg-
ular VGG16, all other VisualNets achieve higher accuracies,
ranging from 0.2% to 0.8%, than their regular network coun-
terparts. The slightly increased accuracy comes from the fact
that VisualNet can learn the feature from the input with its
special structures more effectively.

4.3.2 Latency

Before we look at the latency, the FLOP count (FLOPs) and
the parameter size (#params) of each model are reported in
the rightmost two columns in Table 2. The smaller input
size of the backbone reduces the amount of computation of
VisualNets, leading to a smaller total FLOP count than their
regular network counterparts. On the other hand, the differ-
ence in parameter sizes between VisualNets and regular
networks is caused by two reasons: (i.) the additional
parameters brought by the retina module, spatial path, and
visual cortex module, (ii.) VisualNet only takes stacked con-
volutional cells in the regular networks as its backbone. For
example, the conv1 layer in ResNets and the multiple fully
connected layers in VGG16 are not included. For VGG16,
the fully connected layers account for the overwhelming
majority of the parameters (3 layers take up 123.7 M out of
the total 138.4 M parameters) and they are used for final
dimension reduction and classification.

The latency of these networks on GPUs and CPUs is
shown in the second and third data columns in Table 2,
where both VisualNets and their regular network counter-
parts are fully parallelized. When implementing VisualNets
on GPUs, the latency can be reduced by up to 57.7%. On
CPUs, the latency can be reduced by up to 80.6%. From the
data, we can see that as the total FLOP count in the regular
network gets larger, the latency speedup becomes more sig-
nificant. This is because the overhead induced by the extra

TABLE 1
Ablation Studies of VisualNet Using Top-1 Accuracy (%) on

CIFAR-10 Classification

Discussion item Configuration Acc. (%)

Backbone
ResNet50 93.9
VGG16 93.1

Adaptive average pooling 86.4

Visual cortex
w/ visual cortex 93.9
w/o visual cortex 91.7

Loss term

w/ all regulation losses 93.9
w/o independence loss 93.0

w/o sparse loss 90.9
w/o reconstruction loss 92.2
w/o all regulation losses 91.4
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modules in VisualNets becomes less significant than the
benefit of task parallelism brought by design. Even for the
compact MobileNet, V-MobileNet can reduce its latency by
10.4% and 14.4% on GPUs and CPUs.

4.3.3 Effect of the Number of Independent Instances

We further study the effect of number of independent on the
accuracy of VisualNet (it has little impact on latency since the
corresponding mixing tensors are handled in parallel). We
use the same tasks and the same networks used above. The
results are shown in Table 3. From the table we can see that
larger number of independent instances leads to higher accu-
racy. This is because with larger basis dimension, more useful
features can be extracted by both internal info path and spatial
info path, and learned by the following backbone. The results
of backbone networks ResNet18 and ResNet50 with two dif-
ferent attention modules [44], [45] are also included for refer-
ence. We can see that without implementing module-level
modification on backbone network, our VisualNets still are
on parwith the state-of-the-art attentionmodels.

4.3.4 Robustness of VisualNet

We conducted the experiments to study the effect of noisy
input for VisualNet, where the additional regulations are

added towards independence, sparsity, and accuracy. We
use the classification task with ImageNet as an example to
prove the robustness of our VisualNets for noisy input.
Both VisualNets and the regular networks are trained with
the original images without noise and validated with the
noise added images. The noise for each image is randomly
selected from the Gaussian/Laplace/Poisson noises, with a
random scale between 0.01 and 0.1 per channel. The valida-
tion with noisy input is performed 5 times, and the results
with deviation are shown in Table 2. Compared with the
regular network counterparts, our VisualNets are much less
affected by the noisy input images and achieved up to 5.4%
higher accuracy than the regular counterparts.

4.3.5 Visualization of VisualNet Process

We use some images from ImageNet as examples to visual-
ize the process in the V-ResNet50 network. Some of the cor-
responding spatial features (S), internal features (A) and the
mixed features between the learned internal feature and
spatial feature (A0 � S) are illustrated in Fig. 4. We can see
that the mixing features (A0 � S) indeed contain spatial
information, which justifies using regular CNNs as back-
bones to transform them for target applications.

4.4 Object Detection

We evaluate the performance of VisualNets on object detec-
tion task. Based on MMDetection deteciton framework, we
adopt two configurations: Faster R-CNN [35] with ResNet50
and SSD300 [36] with VGG16 [22] for evaluation. We only
use GPUs for evaluation since the CPU inference is not sup-
ported by the framework. The models are trained based on
the union of VOC 2007 trainval and VOC 2012 trainval (“07
+12”) tested on VOC 2007 testset.

The object detection accuracy (mAP@0.5), the latency and
the total FLOP count of the VisualNets and their regular net-
work counterparts are shown in Table 4. The table shows
that VisualNets can achieve a similar accuracy compared
with the regular network counterpart, with 0.4% higher in
Faster R-CNN+ResNet50 and 0.6% lower in SSD300
+VGG16. Meanwhile, due to reduced computation needed
for VisualNets, the latency and the total FLOP count for

TABLE 2
Top-1 Accuracy (%) Without and With Element-Wise Noise Added, Latency on GPU/CPU, Total FLOP Count,

and Parameter Size of VisualNets and Their Regular Network Counterparts on ImageNet Classification

Networks w/o noise w/ noise Latency (ms) FLOPs (G) #params (M)
Acc. (%) Acc. (%) GPU CPU

MobileNet 71.2 63.4�0.09 11.5 31.9 0.39 3.50
V-MobileNet 71.4 68.8�0.07 10.3(-10.4%) 27.3(-14.4%) 0.11 3.77

DenseNet121 75.2 72.3�0.12 24.4 87.7 3.70 7.98
V-DenseNet121 75.8 73.1�0.11 20.9(-14.3%) 56.4(-35.7%) 0.97 8.48

ResNet18 69.6 62.9�0.10 5.6 45.6 2.37 11.69
V-ResNet18 70.4 66.3�0.05 5.2(-7.1%) 31.5(-30.9%) 0.64 12.67

ResNet50 76.8 69.9�0.08 10.6 92.3 5.34 25.56
V-ResNet50 77.2 73.7�0.10 9.1(-14.2%) 46.2(-49.9%) 1.38 25.10

VGG16 70.5 64.3�0.08 13.7 156.0 20.17 138.37
V-VGG16 70.1 66.3�0.06 5.8(-57.7%) 30.3(-80.6%) 1.33 16.23

For latency, all the networks are fully parallelized using state-of-the-art acceleration libraries as described in Section 4.1.

TABLE 3
Comparison of Top-1 Accuracy (%) on ImageNet Classification
Between ResNet18 (R18), ResNet50 (R50), DenseNet121

(D121), and VGG16 (V16) and Their VisualNets
Implementations

Networks R18 R50 D121 V16

Regular 69.6 76.8 75.2 70.5
Regular+SE [44] 70.6 76.9 - -
Regular+CBAM [45] 70.7 77.3 - -
VisualNets (m ¼ 8) 69.7 75.7 71.6 66.4
VisualNets (m ¼ 16) 69.9 76.9 74.4 68.9
VisualNets (m ¼ 24) 70.4 77.2 75.8 70.1

For each VisualNet three different number of independent instances are set as
m ¼ 8; 16; 24. The modifications based on attention modules, squeeze-and-
excitation (SE) [44] and convolutional block attention (CBAM) [45], are also
included for reference.
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both detection frameworks are reduced. For SSD300+VGG16,
VisualNet can reduce the latency by 20.4%. It achieves
less significant speedup on Faster R-CNN+ResNet50 due

to the heavy detection head in Faster R-CNN, which is not
part of the backbone and thus cannot be accelerated by
VisualNet.

Fig. 4. Visualization of the spatial feature (S), the internal feature (A), and the mixed features between the learned internal feature A0 and the spatial
feature S (A0 � S) for some example input images (Xin). Note that for each image only some of the features are shown. They are of different sizes
and are scaled differently for compact display.

TABLE 4
The mAP@0.5 (%), Latency on GPU, Total FLOP Count, and Parameter Size of VisualNets

and Their Regular Network Counterparts on PASCALVOC 2007 Object Detection

Configuration Network mAP@0.5 (%) Latency(ms) FLOPs(G) #params (M)

Faster R-CNN+ResNet50 Regular 74.1 73.5 31.63 41.53
VisualNet 74.5 69.8 27.65 42.47

SSD300+VGG16 Regular 77.2 38.8 34.42 34.31
VisualNet 76.6 30.9 15.51 35.26

For latency, all the networks are fully parallelized using state-of-the-art acceleration libraries as described in Section 4.1.
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5 CONCLUSION

In this work, we propose a general framework (VisualNet)
that mimics the human visual system’s function and struc-
ture, leading to an enhancement of the scalability and reduc-
tion of the single image inference latency in existing CNNs.
Specifically, through a lightweight retina layer, an input
image is decomposed and split into two for spatial and inter-
nal info paths, respectively. The spatial feature is obtained
after the spatial path, and the internal feature can be trans-
formed through learning for different target applications,
such as image classification and object detection using a reg-
ular NN as the backbone. The spatial feature in the visual
cortex decodes the learned internal feature to get the infer-
ence results. Experimental results on ImageNet classification
and CIFAR-10 classification using various NNs show that
VisualNet provides up to 80.6% latency reduction while
achieving similar or slightly higher accuracy.
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